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Abstract 
This document brings together a range of disparate and relational paradigms, raising 

awareness about how power asymmetries between individuals, communities and organisations 
can be configured during digitally-mediated interaction. The starting point for this work is a 
definition for individuals as moral beings who must retain power necessary to make personal 
choices. These choices are the result of personally-held assumptions, expectations, beliefs, 
aspirations, thoughts, judgments, and feelings.  

Accepting that societal communication is increasingly digitally-mediated, if individuals 
do not have access to digital technology, they become ‘information poor’ and thereafter, 
socially excluded from developing and communicating personal choices. To explore these 
digitally-mediated power and control polemics, definitions for the TIPS agenda (trust, identity, 
privacy and security) are introduced. A theoretical review of power and control, based on 
theories of social capital, personal/local/cultural forces and the role of resources, is also 
presented. To substantiate discussions around power, control and TIPS, findings from research 
carried out by The Digital Technologies, Power and Control Working Group (DTPCWG) is 
presented. These findings raise acute concerns around:  

● a community’s propensity to trust in digital environments;  
● the urgent need to develop digital identity solutions which provide users with 

choices about what data to self-assert and when; 
● acute privacy invasions such as the use of patients’ phone cameras during online 

medical appointments; 
● the lack of transparency around how organisations collect, interpret and share 

personal data; 
● the necessity for individuals to enter into a privacy trade-off with organisations 

simply to access products and services; 
● the extent to which organisations intentionally make privacy policies difficult to 

access and understand; 
● the use of centralised data management strategies as opposed to adopting a 

peer-to-peer, encrypted blockchain technology to maintain data security. 
 

Responding to these DTPCWG findings, part three of this document undertakes a 
comprehensive, literature-based review to propose how organisations can help communities 
retain better control over their digital resources. This is first achieved by investigating how to 
engender consumer trust in digital settings. This is accompanied by a discussion about how 
community awareness and organisation-led strategies can help individuals retain the power to 
control their privacy in online environments.   
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1. Scope 

Communities and organisations continue to access and deliver their products and services 
online. As communities move towards digitally-mediating their social discourse, there remains 
concern about the locus of power, specifically how control mechanisms (such as digital systems) 
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are used to amass power bases. This document brings together a wealth of literature, which 
acutely showcases a covid-induced necessity for a digital society, bringing with it pervasive digital 
control mechanisms, which cast new societal power bases. To respond, digital inclusion strategies 
might include a range of measures to ensure that individual and community trust, identity, 
privacy and security is not only protected but transformed to proposer in  digitally-mediated 
societies.  

2.1 identifies ‘who’ this document is concerned with. A definition for the 
person/individual/user is proposed and a discussion about physical, human, rule-based and 
symbolic concepts termed ‘community’ and ‘organisation’ is presented. Once user groups are 
identified, 2.1.1 considers those specifically at risk of social exclusion, as catalysed by digital-by-
default agendas. Concerned about the ‘powerless’, 2.2 undertakes a theoretical discussion about 
power and control, which references a broad range of paradigms, including a resource-based 
social capital model. To present some of the ‘now’ polemics around power asymmetries and 
digital technology, 2.2.2 introduces The Digital Technologies Power and Control (DTPC) research 
project. During a discussion about trust, identity, privacy and security in 2.3.1 through to 2.3.4, 
findings from this project are shared, which forward some of the emergent power injustices 
between communities and organisations.  

  Responding to the DTPC findings, the second half of this document deep dives into those 
trust and privacy polemics which can emerge in digital settings. An emphasis is placed on good 
practice, that is, strategies which organisations might adopt to redress power asymmetries 
between themselves and communities. 3.1 discusses how users risk being cheated and deceived; 
falling victim to dark patterns which take action without their knowledge; not being able to use 
or understand digital systems and discovering that corporations do not align their profit making 
with community improvement initiatives. Fortunately, a range of trust stratagems are proposed 
at 3.1.2 to help organisations mitigate these risks for communities. 
To amass power, users must also be able to make choices about their privacy during digitally-
mediated action. To responsibly account for user privacy, 3.2 argues that systems should: remain 
transparent in terms of data processing and storage; seek consent and provide choices at those 
junctures where personal data is required and respect the user’s right to be forgotten. Concerns 
are raised about asymmetric privacy trade-offs wherein users are expected to disclose personal 
data for comparatively little return. 3.2.4 highlights the need for improved educational provision 
to prevent instances of the privacy paradox – where users ‘say they care’ but in reality, freely 
disclose personal data. Finally, 3.2.5 considers how organisations might help communities control 
their digital privacy, thereby redressing those disproportionate powerbases that emerge in digital 
settings.  
 
 
 

2. Introduction and rationale 

Digital technology is changing the way people govern; construct their communities; 
educate themselves; earn their income; access healthcare services; acquire and communicate 
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information; bridge cultural or physical gaps and engage with society when they are elderly 
(2019). 

In response to UK government instructions to ‘stay at home’ during the Covid-19 
pandemic, those who were digitally resourced moved their communications, work, healthcare, 
and relationships on-line (Robinson et al. 2020). Meanwhile, due to international lockdown 
measures, the pandemic deepened the plight of the digitally under-resourced and excluded 
(Robinson et al. 2020). Digitally excluded users had to shelter in their accommodation without in 
person employment; income from digitally-mediated remote working; access to online education 
services; healthcare and digital social networks (Reisdorf and Rhinesmith 2020; Robinson et al. 
2020). Access to these experiences could, at least in part, have eased social and physical isolation. 

There has long existed a worrying link between purchasing power and digital access but 
the recent necessity for social isolation has led to renewed discussions about the starkly visible 
inequalities for those digitally excluded (Lázaro Cantabrana et al. 2015; Reisdorf and Rhinesmith 
2020).  

The word ‘inclusion’ has been used in academic papers, election agendas and government 
framework programmes for many years (Eckhardt et al. 2018). Typically, the term is used to talk 
about an inclusive society. This is a society accessible, acceptable and available to its members 
(Eckhardt et al. 2018). Inclusive societies promote social integration and societal participation in 
response to the necessity for the equality of rights and opportunities, regardless of individual 
dispositions (Eckhardt et al. 2018). Social inclusion then is the extent to which individuals are able 
to participate in society and control their own destinies (Díaz Andrade and Doolin 2016).  

Today, digital technologies such as computers, mobile phones and the internet are 
shaping the UK economy and defining social participation (Clayton and Macdonald 2013). 
Therefore, in order for people to participate in informed and productive ways, social inclusion is 
facilitated through digital technology (Alam and Imran 2015). As Díaz Andrade and Doolin state, 
the notion of an information society is converging with that of an inclusive society, so that access 
to and use of digital technology is being seen as the basis for social inclusion (2016, p.406). In this 
view, access to digital technology is essential for economic, social and political participation and 
fundamental to building social capital (Alam and Imran 2015).  

Access to digital technology is about digitally including all people. The concept of digital 
inclusion brings together issues around access to digital technologies (known as the digital divide) 
and the effective use of technology (embodied by the literature on digital literacy). A definition 
of digital inclusion is:  
 

Digital inclusion is the ability of individuals and groups to access and use information and 
communication technologies (ICTs).  (Farooq et al. 2015, p.772) 

 
Digital inclusion can refer to: the digital literacy necessary to use technologies for a range of 
social, cultural and economic purposes; the availability of hardware/software; internet services 
and also, other contextual factors promoting and limiting the effective use of digital technology 
(Marshall et al. 2020). In short, digital inclusion highlights barriers to access. Historically, this issue 
was covered by literature on that divide between those who have access to digital technologies, 
and those who do not:  
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[The] digital divide was initially referred to as the gap between those who did and those 
who did not have physical access to digital technology. (Alam and Imran 2015, p.346) 

 
Admittedly, mere access to digital technology does not mean people or communities can 

participate in digitally-mediated societies (Marshall et al. 2020). In fact, access to digital 
technology is just the first step toward digital inclusion. Newer research into the digital divide 
suggests that where there remains disparate skill levels, there are newfound inequalities which 
further divide access (Alam and Imran 2015). At this moment, the necessity for digital literacy 
becomes clear.  Digital literacy can be defined as the ability to understand and use information 
in multiple formats from a wide range of sources when it is presented via digital devices (Gilster 
1997; Reedy and Parker 2018).  

Whilst existing literature does well to identify those communities and individuals who are 
not digitally included (see 2.1), Reisdorf and Rhinesmith (2020) argue that current research 
agendas fail to investigate how to alleviate these divides in a range of cultural contexts. Accepting 
that Covid-19 confined millions to working, schooling and living remotely via the internet, it has 
to be concluded that digital inclusion is now a core component of social inclusion (Reisdorf and 
Rhinesmith 2020). This is to accept that people’s decisions, communication, habits, desires and 
other situated behaviours are influenced or even formed as a consequence of digitally-mediated 
action. 

It must be also accepted that the global pandemic has heightened the divide between 
digitally included and excluded individuals and communities. Robinson et al. (2020) warn that 
there is an emergency need for short-term policy measures. These include converting internet 
access into a subsidised public utility and the need to remove data caps on mobile devices to 
decrease the burden of connectivity costs for marginalised populations.  

2.1 Different users: individuals, communities, organisations  

 
If society is to be digitally inclusive, consideration can be given to how users, who bring 

with them an unquantifiable array of situations, interests, histories, abilities, skills and 
aspirations, are to define themselves and achieve goals in digital contexts. Taking the user, they 
are defined as moral beings who make personal choices about: what is right and wrong; good 
and bad; worthy and unworthy; just and unjust (C. Smith 2003). These morals manifest 
themselves in a person’s assumptions, expectations, beliefs, aspirations, thoughts, judgments, 
and feelings (C. Smith 2003). As Symington (2012) suggests, defining a person in this way implies 
that no two people are the same. This said, one person can be identified and find synergies with 
another because of shared understandings, such as language, need, or interest, for example. This 
is how a community emerges. A community is: 
 

…a group of people with diverse characteristics who are linked by social ties, share 
common perspectives, and engage in joint action in geographical location or settings. 
(MacQueen et al. 2001, p.1929) 
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The two most integral components to the structure of a community are space and time. 
As Stroud et al. (2015) state, community members must be together in space at the same time 
for interaction to occur. Space could be a physically and/or digitally defined setting. The 
relationship between community and person is symbiotic: communities provide a range of 
conventions or moral codes which people come to know (Lave and Wenger 1991). These 
conventions provide the standards for a person to judge and develop their desires, decisions, and 
preferences (C. Smith 2003). Communities can be small – just a few people – but it could be 
argued that society itself is an example of a super community because:  
 

A society is a group of people who live in a particular territory, are subject to a common 
system of political authority, and are aware of having a distinct identity from other 
groups around them. (Giddens 1993, p.746) 

 

Realistically, societies contain countless factions of communities.  
Turning to organisations, they can be defined by their goals, structures, size, ownership 

and their culture (Salaman 2013). The stated goals of an organisation are to give direction to the 
activities of its members (Salaman 2013). Organisational structures emerge to solve problems 
and these must be overcome to achieve stated goals. Organisational structures also determine 
how digital technology is used by organisations. These structures are influenced by management 
strategy, rate of expansion, the nature of the environment, historical and wider cultural factors 
(Salaman 2013). The nature of ownership can radically impact organisational culture too. Publicly 
owned organisations are more publicly accountable than those privately owned, for example.  

Corporations are a special type of organisation and in them, different parties contribute 
capital, expertise, and labour in lawful ways for the maximum benefit of all parties (Monks and 
Minow 2012). Corporations satisfy people’s quest for fulfilment, success, security, for creative 
expression and the competitive spirit (Monks and Minow 2012). This said, corporations remain 
quite different from communities because, while communities emerge and dissolve through 
time, corporations have the ability to transcend time and space. Corporations also carry with 
them social capital. They are a source of jobs and thus affect livelihoods; decide what products 
and services will be available; set prices; define workplace conditions and critically for this paper, 
determine what communities and people need to do or surrender, in order to access their digital 
services. How persons, communities and corporations might come together to live and work in a 
digitally inclusive society has now been contextualised.  

Despite the promise, a ‘digital-by-default’ philosophy risks social exclusion. Some people 
might well have access to digital technology but for them, the risk to their privacy and security is 
too great, for example. Whatever the reason, ‘as more everyday commercial and public services, 
once conducted through face-to-face interaction, become transferred on-line, those not 
accessing such channels may become further excluded’ (Clayton and Macdonald 2013, p.947). 
Even though governments are moving their services online, access to and engagement with 
digital technology remains unevenly distributed and complex.  

 

2.1.1 The information poor: individuals and communities at risk of social exclusion  
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If organisations and communities are to exclusively interface in digitally-mediated ways, 
we should be explicit about those marginal groups that must be included. These groups can be 
difficult to identify and hard to access, e.g., older people who could not attend religious events, 
see friends and family or buy basic commodities during the UK lockdowns. At an alarming rate, 
public and private organisations are rapidly moving their products and services online and this 
was accelerated by national lockdowns Consequently, the newly powerless emerge, the 
information poor: 
 

The information poor are described as the socio-economically disadvantaged section of 
society with inadequate information resources, skills and technologies which leads to 
deficient information access and use. (Alam and Imran 2015, p.348) 

 

 The information poor are digital outcasts, defined as those who cannot make a purchase or 
check a bank statement, due to inaccessibility of the content, platform, or device (K. Smith 2013). 
This is a very real issue and it affects many individuals and communities. Farooq et al. (2015) state 
that little is known about the effects of DTs on those who experience mental health challenges 
including the quantity and quality of their access.  
 Refugee migrants arrive to their host country after experiencing international hostility, civil 
war, violence, and persecution (Díaz Andrade and Doolin 2016). In particular, forced migrants 
have been translocated to unfamiliar environments where they must construct meaningful lives 
(Díaz Andrade and Doolin 2016). Without access to digital information, migrants risk exclusion 
from mainstream information sources and subsequently, they fail to integrate and participate in 
society as full citizens (Alam and Imran 2015). Alam and Imran conclude that:  
 

There is a gap concerning research that identifies the ways in which refugee migrants differ 
within their own community groups in terms of the effective use of digital technology and 
how this digital divide affects the social inclusion of refugee migrant groups within the 
wider community. (2015, p.348) 

 
To address this gap, Begoña (2017) believes access to digital information is eased and the 
acquisition of life skills is promoted by the host country for migrants. Language challenges can 
also present a significant barrier to digital technology use. Begoña identifies this, stating that  
‘…there is a particular need for recent immigrants to acquire the necessary language skills of the 
destination country’s official language or languages’ (2017, p.106). 
 Older adults are also a potentially vulnerable population. They frequently find themselves 
without the skills to participate effectively as the business of society gets transferred and 
conducted online (Hill et al. 2015). Maintaining digital literacy levels in older adults, as technology 
continues to evolve also presents challenges (Hill et al. 2015). Some of the barriers include older 
people’s physical, sensory, and cognitive characteristics; their motivations, needs, and wants; 
and a lack of methods for developing appropriate system designs and insufficient ways to access 
and interact with this user group (Newell 2011). During Covid-19, older people paid more or 
missed out entirely on products and services, increasing their social isolation because they did 
not use digital technologies to communicate (Xie et al. 2020).  
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 Young adults with developmental disabilities also have an increased need for technological 
support, as a result of challenges around cognition and communication (Khanlou et al. 2020). This 
is a concern because when partnered with appropriate access and use arrangements, those 
combating physical challenges can use DTs to learn, work, travel, socialise, shop, and interact 
with the community, without being subject to any physical barriers (Manzoor and Vimarlund 
2018).  
 2.1 has focused on some individuals and community groups who have experienced social 
exclusion because their lives are not mediated with digital technology. This has an impact on a 
person’s social power: that is, their ability to control their destiny. 2.2 will now examine the 
concept of power and control around digital technology and explore how power and control 
relationships can change lives.  

2.2 Digital technologies, power and control 

 

Digital technology stores and transmits words, images, sounds and meta-information 
concerned with the structure of documents and interfaces (Rossi and Giannandrea 2017). 
Consequently, ubiquitous digital technologies threaten to reduce a users’ personal power, if 
devices cannot be accessed and used in meaningful ways. Hypothesising that universal access is 
an achievable aim, how should power and control should be distributed between different user 
groups and the digital technology they employ? To what extent do users retain power and 
therefore control over their digital technology? To explore these questions, the concepts of 
power and control will now be introduced. Afterward, 2.3 will propose that a user must have 
trust in digital systems and secondly, be able to control their identity, privacy and security online, 
in order to retain their power as an individual. 
 

2.2.1 What is power and control?  
 

Power can be defined as ‘…the possession or exertion of an ability to direct or control, 
whether the object of that control is an individual, political regimes, social systems, or abstract 
concepts’ (Cregan 2012, accessed online). Cregan (2012) accepts that no individual is capable of 
controlling power because we are all subject to and constrained by various systems of power. 
Power is therefore distributed across systems of knowledge and the structures upholding them 
(Cregan 2012). Adhering to Cregan’s (2012) systemic concepting of power, digital technology can 
be defined as a socially-situated ‘resource’. Referencing Dahl, ‘…the base of an actor's power 
consists of all the resources…that he can exploit in order to effect the behaviour of another’ 
(1957, p,203). Bornschein et al. (2020) add that power is defined as the asymmetric (unequal) 
control over valued resources in social relations. This asymmetric control over resources results 
in a state of relative dependence of one or more parties on another (Bornschein et al. 2020). 

What about control? Miele and Tirabeni (2020) argue that ‘control mechanisms’ play a 
significant role in the ways power is exerted. Control can manifest itself in two ways: 
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Some forms of control focus on the specification and evaluation of desired task outcomes 
and behaviours, while others involve socialisation as well as selection and training 
mechanisms for influencing behaviour (clan control) through unwritten and unofficial 
values, norms, and beliefs. (Miele and Tirabeni 2020, p,3) 

 
The second form of control – the selection and training mechanisms for influencing behaviour –
is commonly found in digital systems. Those actors with the power to design digital systems 
employ ways to ‘control’ or ‘influence’ the behaviour of their users. The aim is to transfer their 
values, norms and beliefs ‘onto’ the user. After all, system designers typically embody the values 
of the organisation(s) they serve. Dark patterns can be engineered into digital systems to time 
and again ‘control’ what users do in cyberspace. Dark patterns (DPs) are found in ‘interfaces 
maliciously crafted to deceive users into performing actions they did not mean to do’ (Di 
Geronimo et al. 2020, p.1). DPs are unpacked in more detail at 3.1.3.1. It remains important to 
state that DPs can use ‘forced actions’ to coerce users into performing certain tasks to obtain 
something; use ‘sneaking’ to disguise relevant information and deploy ‘obstruction patterns’ to 
block the task flow, making it harder to perform (Di Geronimo et al. 2020). These patterns have 
been designed in ways intent upon broadening power asymmetries between digital users and 
organisation. As Lin and Smith make clear: 
 

Many sites offer free information, but they carry advertisements presumably enticing the 
user to purchase certain merchandise or services. They also provide incentives to 
motivate users to take actions. (2001, p.215) 

 
Those situated in corporations or governments, therefore, might exploit digital resources 

to maintain power asymmetries across the individual/community and organisational divide.  
Lin and Smith’s (2001) theory of social capital, which argues that social capital should be 
measured as embedded resources in social networks, explains how self-interest can be 
forwarded. One method is to mobilise and manipulate resources entrusted to the positions that 
actors occupy (Lin and Smith 2001). A second is to reach out into other positions and their 
occupants, and to mobilise and manipulate their resources as well (Lin and Smith 2001).  

Now that power asymmetries and control mechanisms as emergent from (digital) 
resources have been introduced, it is necessary to consider how these are manifested in society 
more widely. Hatch and Gardner  (2001) propose a concentric ‘forces’ model, which is helpful to 
conceptualise how power is distributed between the user (personal forces), their immediate local 
community (local forces) and society as a whole (cultural forces). Figure One adapts Hatch and 
Gardner’s (2001) concentric model to propose how power and its control mechanisms are 
distributed at the macro, micro and personal levels.  
 
Figure One: The local, cultural and personal forces which influence the nature of that power and control 

retained by an individual in digital settings (adapted from Hatch and Gardner, 2001). 
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At the epicenter of Figure One is the power/control individuals brings to their daily 

activities. Individual lived experiences (from the past) shapes behaviour in the present. For 
instance, if people fall victim to a security breach, they will be less likely to trust and perhaps 
more difficult to manipulate by organisations (cultural forces). Consequently, that same person 
now better understands how digital systems work, and is now ‘more powerful’. Personal power 
could also refer to other social capital, such as access to people and finance. All individuals 
(personal forces) are situated in a community, located in space and time. There, they encounter 
local forces, ‘…those resources and people who directly affect the behaviour of an individual 
within a specific "local" setting’ (Hatch and Gardner 2001, p.168). 
Turning to cultural forces, Hatch and Gardner explain that:  
 

…the outermost circle represents the institutions, practices, and beliefs that transcend 
particular settings and affect a large number of individuals. (2001, p.167) 
 
These cultural forces have three principal effects on behaviour. They influence the kinds 

of skills people exhibit, the way those skills develop and the purposes to which they are put 
(Hatch and Gardner 2001). In terms of power therefore, cultural forces (such as corporations and 
regulation) powerfully influence behaviour at both the local and personal level.  
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The concentric model is useful here because it suggests that power can flow both from 
the individual to a community and ultimately to organisations and down from organisations to 
the individual. Power is therefore symbiotic; after all, a corporation cannot survive without 
custom nor a government without people to govern. To better understand power distribution in 
this way, it is necessary to consider ‘intelligence’ as a conceptual idea. Commonly, intelligence is 
thought to exist inside a person’s head, but it is proposed that intelligence is, in fact, distributed 
and embedded in resources: physical (including digital technologies), human and conceptual (e.g. 
rules that can’t be ‘seen’). Therein, ‘…it is proper to think of intelligence as shared by individuals 
and all the human and nonhuman resources they use’ (Hatch and Gardner 2001, p.168). To return 
to Lin and Smith’s (2001, p.48) contribution, actors access social capital (embodied by resources), 
through interactions, to promote purposive actions. During interaction therefore, intelligence 
becomes distributed between resources (people, things [such as digital technology] and rules). It 
is at this point where power becomes shared via innumerable control mechanisms (after Miele 
and Tirabeni 2020). Consequently, digital technologies only permit certain behaviours; they 
socialise users into ways of being through their interfaces. The Digital Technologies Power and 
Control research project was intent on finding out about those power asymmetries which can 
emerge when users interface with digital technology, as designed by various cultural forces.  
 

2.2.2 The Digital Technologies Power and Control (DTPC) Research Project 
 

The Digital Technologies Power and Control research project aims to develop 
understandings about those power and control asymmetries which can emerge between 
organisations (such as corporations and local government) and communities during routine, 
digitally-mediated action. Whilst this project is funded by the SPRITE+ hub and led by the Open 
University, the research team comprises five academics, drawn from several UK universities, with 
cross-disciplinary specialisms in psychology, social science, human-computer interaction and 
computer science. 

Responding to the literature presented at 2.1.1, which forwards concern about the risk of 
socially excluding individuals and communities in the digital age, the DTPC project proposed 
research questions, two of which are reproduced below:  
 

● What could prevent future technologies deepening the digital divide, worsening 
existing power asymmetries, and creating new ones? 

● How do we create empowered, informed communities with the knowledge and 
ability to make fair choices about the impact of future technologies? 

 
These questions are important because they focus the issues of digital exclusion (raised at 2.1.1) 
and power asymmetries (raised at 2.2.1). To answer them, the DTPC team designed a UK-based 
qualitative research study, which conducted fieldwork ‘out there’ with marginalised communities 
and ‘online’ with a range of digitally-invested organisations.  

In terms of community fieldwork, DTPC hosted a focus group for each of four, 
geographically disparate, ‘marginalised’ communities. The focus group design followed Stewart 
et al. who explain that participants ‘…discuss a particular topic under the direction of a moderator 
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who promotes interaction and ensures that the discussion remains on the topic of interest’ (2006, 
p.37). The focus groups were situated in the Midlands and Northern regions of the UK with 
between 4-9 persons per group. Participants were considered marginalised based only on a) their 
ability to access digital technology; b) their ability to effectively use digital technology and c) their 
motivation to engage with digital technology. As a consequence of this criterion, age, socio-
economic status, immigrant/refugee status and physical/mental health became prevalent 
variables in the sample.  

Fieldwork with organisations manifested itself in the form of online, semi-structured 
interviews, the design of which followed Bryman (2012). This online setting was appropriate 
because participating organisations were convenience sampled (D. Stewart et al. 2006) via 
networks developed by the SPRITE+ hub. This hub brings together people involved in research, 
practice, and policy with a focus on digital contexts. Participants therefore expected to converse 
in digital formats, having the skills and ready access. Each semi-structured interview lasted for 
approximately one-hour and made use of a question schedule, which focused on the TIPS agenda 
(see 2.3). Seven business leaders and technology consultants participated.   

Once the DTPC team had received ethical clearance to conduct this research, data 
collection took place over a four-month period, shortly after primary lockdown restrictions lifted 
in the UK. Part 2.3 will now combine literature with findings from the DTPC research project to 
forward how trust, identity, privacy and security issues can define power asymmetries through 
and around digital technology. 

2.3 Trust, Identity, Privacy and Security (TIPS) challenges in 

digital settings 

The TIPS agenda forwards an uncontainable body of research and practice concerning 
trust, privacy, identity and security challenges in digital settings. The full scope of TIPS reaches 
beyond this (or any) single document, so once each dimension is introduced, definitions will be 
proposed which best align with the DTPC working group research findings (see 2.2.2). 

When individuals use digital technology, they enter into a trust relationship ‘…between 
one party (a trustor) and another (a trustee) with optimistic anticipation that the trustee will fulfil 
the trustor’s expectations’ (Adjekum et al. 2018, p.2). In an online setting therefore, the trustor 
(user) has expectations of a website; they believe site’s information (Belk and Llamas 2013). Trust 
remained a primary issue for DTPC participants (see selected findings from 2.3.1) and therefore 
a ‘deep dive’ into how trust online can be engendered is provided later in the document (see 3.1).  
The term ‘identity’ considers the processes of negotiation and representation in the context of 
storying the self (Potter 2012). That is, it is about constructing life narratives within specific 
online/offline settings (adapted from Potter 2012). The DTPC findings are specifically concerned 
with the self-assertion of identity credentials in digital contexts. This is a different conception of 
identity as compared to personhood narratives, for example. The focus here is a person’s range 
of assertable credentials: 
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A digital identity is a collection of features and characteristics associated with a uniquely 
identifiable individual — stored and authenticated in the digital sphere — and used for 
transactions, interactions, and representations online. (Metcalfe 2019, online) 

 
Closely linked to the concept of ‘self-assertion’ is privacy, concerned with ‘…complying with a 
person's desires when it comes to handling his or her personal information’ (Cannon 2005, 
accessed online). Therefore, privacy can refer to: 
 

….the right of individuals (e.g., consumers or business partners) to determine if, when, 
how, and to what extent data about themselves will be collected, stored, transmitted, 
used, and shared with others. (Cannon 2005, accessed online) 

 
Individual right becomes threatened when users have little control over their personal 
information as a consequence of deregulation, globalisation and mass data processing capacities 
in online settings (adapted from Bennett and Grant 1999).  

Mass data processing brings with it the risk that users’ information is not securely stored. 
Information security is concerned with upholding ‘…the confidentiality, integrity and availability 
of all information held by an organisation, irrespective of whether the information is electronic 
or in hard-copy format’ (Calder 2020, p.8). Perhaps a more appropriate security paradigm is 
‘cybersecurity’ because cybersecurity's core function is to protect devices (smartphones, laptops, 
tablets and computers) and the services they access from theft or damage (NCSC 2021). In terms 
of protecting a user’s identity data, for example, normalisation databases and personal keys are 
raised by DTPC findings and discussed at 2.3.4.  
 
 

2.3.1 Engendering trust in digital settings 
 

Establishing trust in online settings can be more complicated that doing so in the social 
world (TrustBus 2004). This is because trust online not only relies upon human beings but also on 
the nature of digital components (TrustBus 2004). Bart et al. expand on this polemic:  
 

Unlike offline trust, the object of online trust is the Website, the Internet, or the 
technology. A firm’s Website could be viewed as a store from the standpoint of building 
customer trust. (2005, p.134) 

 
Within a corporation’s website, for example, there is the potential to tacitly (and legally) 

engage in digital deception. That is, host “…deceptive or mis-leading content created and 
disseminated to cause public or personal harm…or to obtain a profit…”( Fraga-Lamas and 
Fernandez-Carames 2020, p.54). As DTPCWG Participant A explains, ‘dark patterns are an integral 
part of the internet experience and therefore present a challenge to trust’. Participant B explains 
how communities lack trust in his employer’s digital systems. Consequently, his organisation 
must work hard to retain power symmetry between organisation and community:  
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Participant B: So, with these new modern technologies, there is a lot of public suspicion. 
There is a lot of awareness now about data which has been sparked by big organisations 
such as Facebook and so on. So, people are quite critical, but we want to get them on 
board. We want to make sure we’re respecting all of these data privacies and all of that 
good stuff. This is where that trust really does come in. It entirely leads the way we build 
our stuff.  

 
Another participant representing a digital organisation agreed, explaining that ‘…the foremost 
way we engender trust is through transparency and trying to take a radically transparent 
approach whereby users will understand at each stage what we are using their data for and what 
other parties might want to have access to their data for’ (Participant C). Organisations are right 
to take these steps to engender trust online because for one DTPC community focus groups, 
there was a lack of trust in online banking:  

Participant D: I don’t like to put my card details online. I always ask my family before I 
order anything because I’m worried in case someone just takes all the data from my 
phone.  
Participant E: I think if you do online banking, you’ve got to be very vigilant.  
Participant F: Just for entertainment it’s not bad. I’ve got an iPad and I can look at 
holidays, I can look at what a town looks like and things like that. I can even do spelling 
because I’m bad at spelling but for banking or buying anything, I wouldn’t touch it with a 
bargepole.  
Perhaps not every organisation works to engender trust in the ways Participants A and B 

describe. Another participant argued that organisations ‘…are not trying hard enough to give 
evidence that they are trustworthy’ (Participant G). They add that organisations, ‘…haven’t been 
transparent about the processes to ensure they are looking after it for us’ (Participant G). Perhaps 
there is good reason for this. Hadfield sums up this perspective: 
 

Now may be a very good time to be liar. In public, lies appear to be exposed almost as a 
matter of course, but liars rarely seem to face any consequences; hidden from view, 
authors of material on misleading and mendacious websites and twitter trolls write what 
they like fearless of significant reprisals. (2020, p.1)  

 
Based on the findings and literature presented here, organisations can engender trust or 

choose to ‘digitally deceive’ users. DTPC findings have indicated that there already exists distrust 
in digital systems. Therefore, part 3.1 provides organisations with a ‘deep-dive’ into how to 
engender trust in digital systems. Table One, ‘Stratagems to develop individual and community 
trust online’ provides fifteen ways in which organisations can help communities to better trust 
their digital services. These strategies are essential, if organisations are to reduce those power 
asymmetries which define the nature of digital resources embedded into societal discourse. 2.3.2 
will now argue that power asymmetries can be further addressed when individuals retain control 
over their identity credentials.  
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2.3.2 Self-asserting digital identity solutions  
 

Digital technology is providing new tools and contexts for people to express and explore 
their identities (Gardner and Davis 2013). Identity was defined (Section 2.3) as that negotiated 
representation or storying of the self at specific sites in online/offline locations (Potter 2012). 
Such a definition describes well the concept of personhood, which accepts that:  
 

Human persons nearly universally live in social worlds that are thickly webbed with 
moral assumptions, beliefs, commitments, and obligations. (C. Smith 2003, p.8) 

 
Personhood therefore spotlights that suite of social, psychological capabilities which 

differentiate human beings from animal kind (Martin and Bickhard 2013). These include the use 
of language, the creation of culture, self-consciousness, self-understanding, reasoning, morel 
concern and intentionality (Martin and Bickhard 2013). Today, identity-based transactions 
remain in-crisis. Windley (2005) reminds us that when a person wishes to buy an alcoholic 
drink, they must present their driving license as proof of age. As Windley explains, that license 
contains authorisation to perform certain tasks, specifically to drive a car. Similarly, DTPC 
findings reveal that a digital identity company was founded in response to a similarly bizarre 
requirement: the necessity to show a passport in order to gain entry to a music festival. 
Participant H explains: 
 

I think the founders were going to a music festival and they were required to take a 
passport with them, in order to get in and this involved leaving passports in the tents. 
Thinking, ‘Hey there are hundreds of people here and now all their ID documents are 
sitting in tents: there must be a better way of doing this’ (Participant H). 

 
Paper-based identity documents also ensure that organisations collect far more data than they 
need for identification verification purposes. Participant B summarises this issue:  
 

[Imagine] I’m a local authority, I can request just your address, because I need to know if 
you can get a skip outside your house but I don’t need to know anything else about you. 
Similarly, if I’m a bank, I might ask for your first name, last name, date of birth, address 
etc. because I need to have the highest certainty that you’re who you say you are 
(Participant B).  

   
In light of these findings and the supporting literature, it is suggested that ‘personhood’ 
dimensions are superseded by the ‘digital identity’ paradigm: 
 

A digital identity is a collection of features and characteristics associated with a uniquely 
identifiable individual — stored and authenticated in the digital sphere — and used for 
transactions, interactions, and representations online. (Metcalfe 2019, online) 
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Such a definition is important because it infers individuals are to assert only those 
credentials necessary to authenticate an online transaction/representation. This practice begins 
to redress acute power asymmetries inherent in the identity assertion process because it points 
to self-disclosure. Self-disclosure is ‘…the telling of the previously unknown so that it becomes 
shared knowledge’ (Joinson and Carina 2009, online). This shared knowledge might exist 
between pairs of people, within groups, or between an individual and an organisation (Joinson 
and Carina 2009). To better understand how self-disclosure works, it is important to view digital 
identity as a credential-based domain. This is where digital identities comprise: 
 

 …key information that people traditionally use to identify themselves. This information 
can be found on government issued documents like driver’s licenses, passports, birth 
certificates, or health cards. (Metcalfe 2019, online) 

 
Perceived in this way, digital identity is concerned with users self-disclosing credentials 

such as name; date of birth; nationality; place of residence; passport or driving license numbers 
(Metcalfe 2019). Returning to the issue of self-assertion, DTPCWG findings report that 
organisations can help individuals to retain power over how/when they use their identity 
credentials in the digital sphere:  
 

Participant B: From our perspective, the user is always in control of what data they 
share and with whom. So, we try and embed transparency in the process so the 
individual knows who is requesting the data and how much data they are requesting 
and then the user says yes or no. For us, this is important because we think the balance 
of power between individuals and organisations needs to be redressed. Whereas, 
before, you’d often have a large power asymmetry scheme with the idea being that an 
organisation just turns up and says ‘We want everything!’ and the individual has no real 
sense of why that data is needed, how much data they will ultimately be giving over etc.   

 
Participant B refers to the traditional model of (typically paper-based) identity assertion and 
how that approach has broadened power asymmetries between organisations and 
communities. Participant G (who worked for the same organisation) explained how web and 
app-based, self-assertion identity technology works: 
 

Thinking about the technical solution, your identity is broken down into these individual 
components. Then you [the user] choose which components you share, based on what 
you’re doing. That feels to me like the way I would behave. So, if you want to know my 
age, I wouldn’t start by giving you my address and my nationality and my full name: I 
would just give you my age (Participant G).  

 
According to Participant B, one of the issues with identity assertion technology is that it 

cannot well cater for multiple online identities. This is an important issue for community power 
because much of an individual’s ‘official’ identity (e.g., given name and gender) is decided for 
them and, it is common for individuals to ‘self-assert’ alternative identity attributes as they 
move through life: 
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Participant B: So, what we’ve been kind of thinking about, is how do you allow individuals 
to assert multiple identities, where one of them is tied to an official identity and another 
is what we would call self-asserted. That is not an ideal term because it suggests that this 
somehow is less official and less genuine…So, I might go by John but Julie in my everyday 
life and the idea that again, allowing individuals to self-assert through the sort of language 
that we use. There is a lot of thinking we still have to do around this.  

  
The identity literature appears split between ‘personhood’ arguments, that is, constructing an 
identity though time and the assertion of credentials. Given the archaic nature of credential 
checking, which dominates practice in the UK, literature and those findings around self-asserted 
digital credentials require urgent consultation.  
 

2.2.3 The privacy trade-off, unnecessary data retention and the abuse of privacy 
policies 
 
 Privacy is about complying with a person's desires when it comes to handling their personal 
information (Cannon 2005). Privacy is therefore associated with an individual’s power. As Slattery 
and Krawit (2014) explain, privacy is maintained when an individual can control the circulation of 
information relating to them. Choice, therefore, is a fundamental requirement; that is, when a 
person enjoys full knowledge of what they are disclosing and how that information will be used 
(Slattery and Krawitz 2014). 

The challenge for privacy is that not only is one’s home permeable, one’s person is 
permeable and the boundary for where individual ends and community begins can be unclear 
(Sarat et al. 2012). This issue is compounded by digital technology. Even in the 1990s, 
technological threats to personal privacy were perceived as ‘Big Brother’s’ agenda of total 
surveillance over livelihoods (Agre and Rotenberg 1997). Commentators found personal 
information to be dispersed and accessible from a multitude of remote locations. Now as then, 
personal information is collected, matched, traded, and profiled as part of routine engagement 
with both public and private institutions (Bennett and Grant 1999). Such concerns move this 
discussion toward the digital privacy paradigm and a definition is presented below: 
 

Digital privacy is when you can use the internet and connected devices without 
compromising your information…Digital privacy then, is when the information available 
online about a given person is within his or her comfort zone. (C. Stewart 2018, online) 

 
Stewart (2018) expands on the ‘comfort zone’ concept, explaining that, while some 

people may be comfortable sharing their name, employer or home address on the web, others 
may not wish to share any information at all. Users would do well to be concerned. As Givens 
(2015) explains, private and public sector organisations increasingly focus on data mining in order 
to increase profits, predict trends and market products/services. Data mining can also offer 
benefits for community individuals: they receive ready access to products and services as 
required, for example. This behaviour can be termed the ‘privacy trade-off’. Smith (2015) accepts 
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that users repeatedly sacrifice privacy for practical advantage. A proportion of privacy is lost to 
get something that user wants and this may, or may not, be a bad thing (M. Smith 2015). As 
Millett et al. (2007) explain, this makes privacy a complex issue because there are multiple 
interests at stake.  

DTPCWG findings show that during lockdown, medical surgeries expected patients to use 
their phone camera to record and share areas of their own bodies. If this was not done, no 
treatment or diagnosis would be accessible to the patient. Participants I, J and K discuss the issue 
with a DTPCWG researcher: 

Participant I: I think technology good but not all. For medical, they want you to use video 
camera. This is not good. You must be face-to-face. If you have pain in the head – OK 
that’s fine but not everything for video! When I fractured my shoulder, I called the GP to 
make an appointment and they said ‘open camera!’. I say that I have pain and that I can’t 
move my hand. It must be face-to-face with mask and sanitiser.  
Researcher: Has anyone else tried to get onto their GP?  
Participant J: Yes, my doctor said make a picture and send this to us. Then they called me 
and said it wasn’t very complicated and that it would heal in one year. There is no cure 
just go to pharmacy and they will give you some things for putting on it.  
Researcher: There are worries about privacy with things like this?  
Participant K: Well, I just didn’t get mine solved at all. They were just saying that the 
picture wasn’t clear so...I didn’t really do anything about it.  

These community findings illustrate some of the potentially alarming privacy infringements that 
were to be endured at the behest of organisations during the Covid-19 pandemic. Now that this 
precedent has been established, information privacy faces new pressures (Givens 2015). 
Individuals might decide to keep their information private but this competes with the interests 
of business and government bodies who are tracking, monitoring and harnessing community 
information (Givens 2015). Community Participant K believed that organisations are collecting 
data and using it to ‘control’ the population in relation to crime and selling products or services: 

Participant K: When they say Fingerprint, they say that’s for your personal; it’s not. They 
are getting your fingerprint – so if you do a crime. When they say no make-up day, no wig 
day that’s because they want to know what you look like for your...what do you call it, 
when you go to get arrested...mugshot! They say it is for you, make you think that but a 
smartphone is smart for them: it’s not smart for you. I think that it is picking up a lot of 
stuff because when you’re shopping online, all of a sudden, all of these adverts come up 
that you were looking for. Now where have they got that from? They are watching us. 

 
Organisations participating in the DTPC research were concerned that if users choose not 

to share their data, they must ‘go without’:  
 

Participant L: …Well especially when you’re talking about marginalised communities or 
excluded folks, where there is a binary choice: either you share your identity, or you go 
hungry.  

 
If such a trade-off agreement is entered into, a secondary issue becomes data retention. With an 
individual’s data retained, it becomes what Acquisti et al. (2015) term ‘your digital skeleton in 
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the closet’. Digital storage is so durable, it can render one’s past undeletable (Acquisti et al. 2015). 
Douglas (2015) adds that ‘the internet is littered with the worst moments of people’s lives’ and 
therefore, the digital skeleton threatens to remove power from individuals.  

 
Lee (2016) adds that the internet never forgets though there is a ‘right to be forgotten’ 

movement that aims to address this urgent problem: 
 

…the right to be forgotten allows, to some degree, an individual to take back control of 
their privacy and personal information, even after divulging them to others. (Jongwon Lee 
2016, p.543) 

 
Gellman (2011) explains that online devices can permanently store information because they can 
be shared with numerous online computers and offline devices. Complete deletion of data can 
be nearly impossible (Gellman 2011) and organisations participating in DTPC research had this to 
say about the unnecessary retention of data:  
 

Participant A: Privacy is ensuring you use that customer data and information for what 
exactly you said and nothing more – not even a minute addition and privacy is about 
destroying that information when you no longer need it. For as long as it is useful for: 
nothing more, nothing less. It’s a mandatory thing. 
 
Participant M: These things as preserved is a big issue. I voted for Margret Thatcher in the 
80s, I’m telling you about it but God, I’m embarrassed...That’s terrible isn’t it, the fact that 
people have to worry about things like that, especially sensitive people.  

 
One of the ways organisations can address these participant concerns is via the dissemination of 
a privacy policy: 
 

A privacy policy is a document that instructs those within an organisation on data privacy 
as it applies to the collection and use of data within the organisation. (Givens 2015, p.13) 

 
Returning to a community perspective, the privacy policy must provide a clear and 

conspicuous notice of information policies and practices so that informed choices can be made 
(Bennett and Grant 1999). Privacy policies are the common method for online providers to 
regulate their engagement with users and for users to supervise the way in which their personal 
data are treated by organisations (Steinfeld 2016). The DTPCWG unearthed ways that 
organisations are working to improve their privacy policies for individuals and communities. 
Participant B’s organisation ensure their privacy policy is interactive for the user, rather than a 
block of text: 
 

Participant B: So we’ve got a comprehensive privacy policy on our web site and in the app 
and what we try and do is instead of just having the document, we try and have higher 
level headings and lower level headings and we try and make it interactive. So, instead of 
the user just being like [inaudible], they can see where their data is and what it is going to 
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be used for and the third-party stuff. They can go into it, navigate by heading and then go 
down on a more granular level.  

 
Fortunately, Participant N was also concerned that users do make choices about their privacy. 
Especially in online settings, the consequences for trusting an organisation too much can be 
unseen and yet damaging:  
 

Participant N: One of the reasons people make such poor privacy decisions over time and 
therefore reinforce bad habits as opposed to good ones, is that the harmful effects of bad 
choices are remote in time and place: especially online. So it’s just like eating a donut 
everyday instead of eating a banana. You eat a donut and you don’t have a heart attack: 
brilliant, that worked, I’ll do that again…by the time you realise there is a problem, you 
cannot undo simply by…So, these bad habits can be reinforced simply by the absence of 
harmful consequences. 

 
Participants highlight the need for privacy policies to be clear for communities and 

individuals who make choices to surrender their privacy. Findings underline the necessity for 
transparency in policies such that individuals are told about information that is being collected 
from them, and how it will be used and disclosed (Bennett and Grant 1999). Clarity of what 
happens with data might address some of the privacy decision-making to which Participant N 
refers.  
 

2.3.4 The use of peer-to-peer encryption and blockchains to maintain cyber 
security during user-centred transactions 
 

Contemporary digital technologies ensure that government agencies collect, store and 
make available online data pertaining to individuals and organisations (Asgarkhani 2007). 
Simultaneously, citizens and businesses expect access to data at any time, from any location 
(Asgarkhani 2007). These processes need to maintain an individual’s confidentiality and integrity 
which is the purview of information security. Confidentiality is used here to mean any process 
which prevents unauthorised access to the sensitive data that is stored in a database (Faragallah 
2015). Integrity is concerned with any process for maintaining accuracy and/or preventing 
unauthorised alteration to sensitive data stored in databases:  
 

The integrity of data is not only whether the data is correct, but also whether it can be 
trusted and relied upon. Database integrity ensures the accuracy and the consistency of 
the data entered into the relational database. (Faragallah 2015, p.6) 

 
These processes are equally applicable to cyber security, which Calder (2020) argues is a 

subset of information security but focussed specifically on electronic information. Cyber security 
is seminal because smartphones, computers and the internet are now such a fundamental part 
of modern life. From banking online and online shopping, to email and social media, the National 
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Cyber Security Centre (NCSC 2021) explains that society must take steps to prevent cyber 
criminals getting hold of user accounts, data and devices. 

Returning to the necessity to uphold confidentiality, encryption methods remain 
promising. Encryption is a process within which the information is cyphered in a way that only 
authorised users can manage. Brakerski and Segev (2017) recall a classical cryptographic scenario 
of two parties who wish to secretly communicate in the presence of an eavesdropper. To 
succeed, a simple encryption scheme is devised, which ensures that the data can only be 
recovered using the decryption key; the data remains useless without this key (Brakerski and 
Segev 2017). There are two primary encryption levels: 
 

•  Data in transit means that an attacker can get access to the sensitive information by 
observing the network between the sender and the receiver. 
•  Data at rest means that an attacker can attack the information stored in the database. 
(adapted from Faragallah 2015) 

 
As Ballad (2010) explains, sharing a key between two parties communicating over 

insecure channels is one of the most important topics in cryptography. Once the key is shared, 
then it allows the establishment of secure communication channels between the two parties. 
This is essentially a peer-to-peer relationship, where neither user has an ‘account’ with the other: 
both share a connection (Preukschat 2021). Preukschat (2021) remarks that this connection is 
like a string both users are holding; if either one lets go, the string will drop. This technology 
remains relevant because it is inherently decentralised so any person can connect to anyone else 
anywhere (Preukschat 2021). Returning to the DTPCWG data, Participant B’s organisation make 
use of private key infrastructure and high levels of encryption to secure user data:  
 

Participant B: We use tier 3 and tier 2 data centres, very secure data centres. So, if 
someone manages to hack into the data centre itself, what they receive is a load of 
encrypted data. They then decrypt all of that data. They are then awash with first names, 
last names, dates of birth but no way of tying that data back together. So, this is a solid 
way of securing data because it means that, unlike picking up a passport off the street 
and then, ‘oh great, super, I’ve got it all’, you get lots of tiny bits of data and no way of 
tying it back together. The user is the only one who can do that.  

  
As Participant B indicates, should there be a breach, private key encryption ensures that a) the 
data is encrypted and b) it is fragmented. Only the user’s private key can normalise the data. 
Participant B expands this point below:  
 

The user can only recombine their data one device at a time as well. This means that the 
likelihood of having six devices with their data [breached] is minimised. So, from our 
perspective, the only time a user is likely to be compromised is if their phone gets stolen 
and even then, the app is always secured, either through a numerical pin or through a 
secure element, such as biometrics on the device itself (Participant B). 
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This findings-based case study for a peer-to-peer encryption strategy returns people to direct, 
private connections secured by public/private key cryptography. As Figure Two below depicts, it 
shifts the locus of control back to the user. 
 
 
 
Figure Two: The peer-to-peer relationship enabled by the decentralised identity model—returning people 
to direct, private connections secured by public/private key cryptography (Preukschat 2021) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure Two depicts a decentralised, peer-to-peer encryption, termed the ‘self-sovereign 
model’. Self-sovereign refers to a person who is neither dependent on nor subjected to any other 
power or state (Preukschat 2021). Considering the discussion about digital identities in 2.3.2, 
Preukschat (2021) here links the self-sovereign model to the self-asserting identity because in 
this model, users are the only entity who can make identity assertions about themselves. In 
security terms, blockchains are an appropriate technological solution for decentralised private 
key transactions. A definition for blockchain technology is provided below:  
 

…blockchain technology enables trusted transactions among untrusted participants in the 
network. Most notably, there is an emerging trend beyond cryptocurrency payments, 
transforming the blockchain into a new paradigm of decentralised systems development 
for Internet security. (Choo et al. 2020, p.2) 

 
In addition to authenticating cryptocurrencies and payments, blockchains can facilitate 

secure identity management, health data records, internet transactions and public and social 
services (Choo et al. 2020). Blockchains are relevant in a discussion about security and power 
asymmetries because they bring about decentralisation. In traditional online business systems, 
transactions are verified by a centralised server located in organisations such as banks and public 
ministries (adapted from: Zhu 2019). A blockchain network meanwhile is built on a peer-to-peer 
network and transactions can be conducted between any two entities without the participation 
of the centralised server (Zhu 2019).  



 

24 
 

Typically, when cybersecurity is referenced, a list of potential threats are listed. These 
include some obscure vulnerability in hardware or software, viruses, worms, trojan horses and 
malware (Calder 2020). Some cybersecurity solution strategies lie in user locus of control with 
the user such as peer-to-peer encryption, private keys and blockchain technology.   
 

3. Helping individuals and their communities retain 

control over their digital resources  

 
Individuals and their communities must acquire, retain and develop power and control 

mechanisms fit for a digitally inclusive society. People cannot achieve this alone, publicly and 
privately owned organisations (including government bodies, corporations and charities) should 
reach out to support communities in this aim. Organisations are tasked to work in partnership 
with their communities, including marginalised communities, to develop mutual trust in digital 
systems. From there, organisations must work hard to protect an individual’s privacy, security 
and identity.  

 
Part 3.1 will establish a definition of online trust that organisations can incorporate into 

their ethos and/or development plan. Current risks/barriers to developing trust online will be 
made clear, including reliance on deceptive practices which use dark patterns and black-box 
systems. Critically, a range of strategies will be introduced to help organisations develop 
consumer trust in their products and services.  
 

3.1 Creating a trusting society in digital settings 

 

Internet technology permits organisations and individuals to interact across the globe 
(Stouthuysen 2020). Trust is central to these interactions because it catalyses the formation of 
dependent relationships between individuals and organisations online (Li et al. 2012). For 
example, individuals must trust that organisations are accurately describing products or services 
and fulfilling transactions as promised (Luca 2016). At the same time, organisations must trust 
that individuals will pay and will uphold their agreement to abide by the terms of service (Luca 
2016). This is a trust relationship wherein individuals discharge their obligations, which 
demonstrates their commitment to and trustworthiness in the organisation. As time passes, 
mutual services steadily expand and trust grows. If either party fails to reciprocate, the exchange 
relationship ceases (Chang et al. 2013).  

If online vendors can lower risk for individuals and communities entering into trust 
relationships, they can retain customers and therefore remain competitive. In other words, 
‘engendering trust appears central to addressing perceptions of risk associated with electronic 
commerce’ (Fisher and Zoe Chu 2009, p.543). If a trust relationship cannot be established, 
communities remain at risk. They might in response: communicate with someone who is not who 
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they say they are, respond angrily when they have been deceived by online stakeholders, or 
accept popular media messages which persistently warn about online deception and suffer 
embarrassment when they say or do the ‘wrong’ thing in online settings (Blanchard et al. 2011). 
Trust online therefore mitigates the financial and emotional risk for all stakeholders.   

 

3.1.1 What is trust? 
 

Trust is important because it structures how the operation of a task, event or transaction 
can be performed (Thampi 2014). Trust is ‘…a psychological state that allows a person to accept 
vulnerability based upon positive expectations of the intentions or behaviour of others’ (Chang 
et al. 2013, p.440). This definition illustrates a relationship between one party (a trustor) and 
another (a trustee); one based on the optimistic anticipation that the trustee will fulfil the 
trustor’s expectations (Adjekum et al. 2018). It is concerned with the expectations and 
vulnerability of the consumer (Belk and Llamas 2013). Individuals are expected to surrender some 
of their power in order to accept a way of doing things from someone else, for example, online 
banking, accepting a service provider or taking a risk on a new product. Chang et al.’s (2013) trust 
definition suits well the individual but trust is also a collective responsibility. From this 
perspective, trust is concerned with the belief that organisations and consumers:  
 

● make good-faith efforts to behave in accordance with any commitments;  
● are honest in whatever negotiations preceded such commitments; 
● do not take excessive advantage of another, even when the opportunity is 

available. (Cummings and Bromiley 1996, p.303) 
 

The collective definition of trust indicates that trust is a mechanism to reduce the complexity of 
human conduct in situations where people have to cope with uncertainty (Sonja 2002). After all, 
trust only emerges in a risky situation. It will not emerge in completely situations where there is 
no risk (Close 2012).  
 

3.1.2 What is trust online? 
 

The consequence of the internet, meteoric rise of smart phones and Covid-19 pandemic, 
is that communities are moving their social activities online. Trust offline considers people, 
buildings and physical resources. Online, internet-based technologies and organisations 
deploying those technologies, are the objects of trust (Beldad et al. 2010). Online, there is a 
physical distance between consumer and organisation, a separation between buyer and 
products, no shared existence in time and space, no sales team and no verbal/sensual human 
networking, comparatively little history of successful transactions and less regulation 
determining business conduct (adapted from: Bhattacherjee 2002; Mukherjee and Nath 2007).  
There are two primary aspects of online trust to consider. First, online trust can be defined as: 
 

…an attitude of confident expectation in an online situation of risk that one’s 
vulnerabilities will not be exploited. (Corritore et al. 2003, p.740) 
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Second, online trust can also be defined as reliance on an organisation’s business activities in the 
electronic medium, i.e., its website (Beldad et al. 2010).   
 

3.1.2 Trust online: vulnerable communities at risk 

 
Corritore et al.’s (2003) definition of online trust suggests that when things go wrong 

online, there is a risk that an individual’s vulnerabilities will be exploited. Consumers know this 
because they remain suspicious and/or sceptical about the mechanisms of electronic commerce 
(Sonja 2002). In particular, people are relucent to trust online because of opaque processes, 
repercussions from using the services and the quality of products that are offered (Sonja 2002). 
For the online retail industry, Chang et al. (2013) cites a lack of trust to be a major growth 
obstacle. Of course, the lack of material product presence and the large physical distances 
between individuals and organisations establishes an online environment for which trust is of 
paramount importance (Chang et al. 2013). Luca (2016) cites an example where a hotel company 
can reject guests based on their perceived race/ethnicity. 
 

Communities are right to be wary of transacting in online environments. Online 
transactions bring with them a potentially greater series of uncertainties, such as:  

 

● the unfamiliarity of parties; 
● the cultural, social and regulatory disparity of parties; 
● the intangibility of online services; 
● the often unreliable manner in which services are delivered. (Li et al. 2012) 

 

Li et al. (2012) subsequently explain that these factors can lead to a real or perceived vulnerability 
to exploitation and therefore, consumers are hesitant to surrender to online transactions. Close 
(2012) adds that online transaction environments are risky for communities because:  
 

● they use an open technological infrastructure (i.e., the Internet) for transactions; 
● the protective institutional (i.e., legal, governmental, contractual, and regulatory) 

structures supporting them are always behind.  
 

Go et al. (2016) make additional points to those stated by li et al. (2012) and Close (2012). They 

explain that:  

 

● websites contain complex structures which are confusing to negotiate; 

● it is difficult for communities to evaluate the quality of online information because there 

are no verification systems in place or any legal requirement to include sources. 
 

Huh and Shin (2014) agree, finding that communities can be bombarded by countless dubious 
websites, spam, spyware problems and innumerable online privacy and security issues too. The 
authors logically conclude that the level of uncertainly and risk tends to be higher online as 
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compared to offline (Huh and Shin 2014). Discriminatory biases are inherent in the design choices 
made by online platforms and yet, they remain unclear to users.  
 

3.1.2 How organisations can mitigate risk for communities online 
 

Much of the research about consumer trust online is to understand what characteristics 
of digital environments can develop consumer trust. This work helps to determine the extent to 
which trust online influences a communities’ intent to use, use, or persist in using a website (Kim 
and Peterson 2017). Bart et al.’s (2005) research found that the most reliable predictors of trust 
online were a) the protection of an individual’s information, b) an engaging website, clear and 
easy to use services, c) a high-quality brand, d) website advice, e) order fulfilment and a lack of 
errors and e) the depth and accuracy of information on a website.  

For communities concerned about their health for example, the quality of an 
organisation’s information can be critical. Chaiken et al. (2021) used cross-sectional online 
surveying to study websites created by crisis pregnancy organisations (CPOs). Information 
provided by CPOs was found to be biased, unregulated, incorrect, conflicting or confusing. CPO 
websites provided deliberately incorrect information about reproductive health, often 
overstating the risks of abortion and contraceptive options (Chaiken et al. 2021). This finding is 
especially alarming because it is commonplace for community members to use websites to access 
health information and underlines that organisations should consider the information they 
present online.  

Beyond the Bart et al. (2005) and the Chaiken et al. (2021) studies, Table One evidences 
predictors that may help communities trust organisations online.  
 
 

Table One: Stratagems to develop individual and community trust online. 
 
 

Trust Stratagem  Explanation Source(s) 

Consumer 
Endorsement 

Consumer endorsements significantly improve the overall attitude toward the 
product or service. Adding to the trend of exchanging shopping experiences online, 
functions for customers to review and rate products/services online mitigate risk 
for communities choosing whether to trust. Rating and reviewing are ways to get 
community voices heard, develop trust and action change. These type of consumer 
endorsements are also free advertising for organisations. 

Agag and El-Masry 
(2017) 
Lee et al. (2011)  
Hsiao et al. (2010)  

Customisation/ 
Personalisation 

If communities can personalise products and services to their liking, it develops 
their trust and it keeps them in control of their digital resources. Customisation 
implies that online organisations have the ability to tailor products, services, and 
transactional environments to meet the needs of their target users. 

Beldad et al. (2010) 

Ease of Use Ease of use concerns:  
‘…the extent to which a system, product or service can be used by 
specified users to achieve specified goals with effectiveness, efficiency 
and satisfaction in a specified context of use’. (Broekhuis et al. 2019, p.24) 

If an online system is ineffective and inefficient therefore, the risk to engage is too 
high for communities and therefore, their trust will not be established. 

Agag and El-Masry 
(2017)  
Broekhuis et al 
(2019) 

Ethical 
Commitments 

Corporations who are: honest about their practices; accept their responsibly to 
‘give back’ to society and not just to profit from it (through charity work, for 
example); respectful of laws which govern their practices and all peoples (including 

Mutula (2011) 
Putnam (2016)  
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their customers) and deeply committed to quality as manifested in memos, 
presentations and customer-facing relations. Such ethical commitments can be 
expressed in mission statements, via social media and within websites to 
demonstrate to communities that a trust bridge is possible.   

Financial risk Financial risk is that uncertainty about incurring monetary losses while interacting 
on a website. Communities shopping online must have any financial risk mitigated 
so that they can carry out transactions. Certificates from 3rd party organisations and 
consumer endorsements can help to quell community fears. 

Bart et al. (2005) 

Graphics/Branding If branding is familiar to communities (perhaps from offline settings) this helps to 
build trust online. Good visual design enhances an individual’s experience and 
builds their trust in the brand. Typography, colours, images and other visuals help 
to convey the content or function of the product/service to specific communities. 

Beldad et al.(2010) 
Knight (2018) 

Information Quality A website is the main communication channel between communities and 
organisations. To develop trust online, organisations must convince communities 
that their information is unbiased, accurate, detailed and up-to-date. The use of 
sources, 3rd party guarantees and consumer endorsements help to reassure 
communities about the information they are presented with online.  

Agag and El-Masry 
(2017)Bart et al. 
(2005)  
 

Privacy Assurances Privacy concerns have been pointed out as a significant factor for individuals to 
trust or distrust online services. These concerns include receiving spam emails, 
being tracked to determine Internet history, having confidential information 
accessed by third parties via dark patterns (see 5.1.3) and being at the mercy of 
companies in respect to how they use an individual’s personal data. Organisations 
must provide assurances that these practices are carefully monitored or better still, 
do not happen.  

Beldad et al. (2010) 

Reputation Reputation is that general standing of the community about an organisation’s 
trustworthiness. This is based on the past behaviour, performance, or quality of 
service of an organisation, in a specific context.  
Any financial gain from opportunism cannot be justified when the damage to an 
organisation’s reputation is considered. When organisations understand this, it 
leads to increased consumer trust and a strong reputation.  

Chang et al.(2013) 
Clemons et al. 
(2016)  
Pavleska and 
Jerman Blažič (2017) 

Returns Policy A guaranteed return policy is a commitment often made by organisations who sell 
products online. Such a policy can convince consumers that they can trust the 
website. A compensation commitment plays an important role in developing trust.  

Chang et al. (2013) 

Security Assurances Transaction security significantly affects online trust. If an organisation issues a 
security policy statement, one which explains the measures they’ve put to place to 
safeguard an individual’s data, consumers can be reassured. Measures include: 
third party digital certificates/badges to authenticate an organisation’s online 
security systems; a range of payment options (so that users can select a method 
they trust); numerous contact options so that it is clear to consumers that the 
organisation is legitimate.  

Beldad et al. 
(Beldad et al. 2010) 

Size of Website The size of a website can indicate market share. A large market share and a 
substantial organisation size can indicate promises are more likely to be kept and 
therefore, communities instil trust.   

Agag and El-Masry 
(2017) 

Social Presence If online services appear human, this can develop consumer trust. For instance, a 
live messenger window, which gives real-time access to an actual person, is one 
approach. Increasingly, chat bots are used to fulfil this role. Chat bots use pre-
programmed sequences of questions to have a ‘conversation’ with consumers. It 
can be challenging to build an emotional connection via chatbots, especially if they 
are not implemented correctly. A machine with no personality easily frustrates 
consumers and their trust can be quickly lost. Humour, positivity and supportive 
feedback are increasingly integrated into online systems in an attempt to induce a 
propensity to trust.  

Ritter and 
Winterbottom 
(2017) 

Social Shopping Social shopping combines social networking and shopping. Social networks can be a 
place to search for information, products and services. After products/services are 
purchased, social networks satisfy the need to share personal experiences online. 
These virtual communities become places for individuals to share shopping ideas, 
exchange opinions on specific products and recommend their favourites. For 
consumers, these opinions or recommendations can help them find new products 

Hsiao et al. (2010)  
Pavleska and 
Jerman Blažič 
(2017)  
Shen et al. (2020) 
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and assist them in making decisions. In addition, it has been found that individuals 
are more likely to trust information provided by other consumers. Also, consumers 
voice their needs and wants on social media so firms are forced to improve their 
service offerings. 

Third Party 
Guarantees 

Third party guarantees involve an independent third party attesting to an 
organisation’s compliance online, according to specific criterion. The aim is to 
provide communities with a level of assurance in relation to an organisation’s 
online business practices. This assurance typically manifests itself as a seal, badge, 
certificate or even a brief statement of recommendation.  

Beldad et al. (2010) 
Chang et al. (2013) 
Fisher and Zoe Chu 
(2009)  
Hsiao et al. (2010) 

 
There are many strategies organisations can adopt to help communities develop trust in online 
systems. Incorporating these strategies for development is a mutually beneficial exercise for all 
stakeholders because community trust online leads to a more digitally inclusive society and a 
higher turnover of products and services.  
 

3.1.2.1 Designing systems for the user 
 

One of the recurring themes in Table One is useability. Ease of use, 
customisation/personalisation, graphics/branding, information quality, social shopping and 
social presence all affect an individual’s ability to use online systems. Without a useable system, 
there is no transaction, scant trust and communities can quickly become excluded from the 
digital world. Usability refers to how easy any digital systems are to learn and/or use (Hartson 
and Pyla 2012). The International Organisation for Standardisation provide more details, stating 
that usability is:  
 

…the extent to which a system, product or service can be used by specified users to 
achieve specified goals with effectiveness, efficiency and satisfaction in a specified 
context of use. (ISO 2018, p.3) 

 
Developing usability can help communities understand and manage digital information 

and then make the decisions which are right for them (Ding 2017). If organisations forget their 
consumers when they design online systems, communities will likely not feel in control of their 
decision-making. An individual citizen is then disempowered. Therefore, organisations must 
remember that digital systems are not art. Their design should perform a function which is 
serving users (Grant 2018).  

Ding (2017) advises organisations to become attuned to their users’ personas with the 
aim of identifying and prioritising user groups. This point is also addressed by Bart et al. (2005) 
who state that consumer characteristics likely have significant effects on website trust. Ritter and 
Winterbottom (2017) publish advice for how organisations can develop useability to develop 
trust online. For them, online systems should speak in clear language, establish a digital 
personality the user can relate to, create an emotional connection with the user and be as human 
as possible. Grant (2018) adds that organisations should give users flexibility for how they enter 
data, expect users to do unpredictable things online, think about what information is most 
important to their users and design for those who live with physical and mental challenges.  

Organisations who are morally driven to better the lives of their customers and society 
can develop online trust which is an essential step toward a digitally inclusive society. There 



 

30 
 

remain, however, organisations and corporations, who set out profit from a lack of regulation 
online. Organisations can intentionally deceive uninformed people of their data and finances. 
This type of behaviour can be cataclysmic for the propensity to trust. 

 
3.1.3 Deception, dark patterns and black boxes 

 
Table two evidences what organisations can do to help communities trust digital 

environments. Meanwhile, organisations can also develop digital environments which have the 
specific aim to maximise power and profit at the expense of communities, who unknowingly 
surrender their data and finances. Corporations can choose to inflate, obscure and manipulate 
facts online to ensure vulnerable community members align their behaviours with that 
corporation’s ultimate objectives (Malin et al. 2017). This is digital deception: 
 

Digital deception is commonly recognized as deceptive or misleading content created 
and disseminated to cause public or personal harm or to obtain a profit. (Fraga-Lamas 
and Fernandez-Carames 2020, p.54)   

 
Organisations can choose to master the craft of deception (Malin et al. 2017) though the 
pushback is that communities consume content they believe to be spontaneous, neutral, user-
generated and universal (Fraga-Lamas and Fernandez-Carames 2020). 
 Organisations meanwhile collect citizen data (e.g., online usage patterns, profile 
information) and use this information to target products/services and/or sell the data to third 
parties for profit. Data of this nature remains a valuable commodity suitable for community 
profiling, advanced demographic analytics and microtargeted advertising (Fraga-Lamas and 
Fernandez-Carames 2020). The concern is that power shifts from individuals and their 
communities to those organisations who seek to track people’s identities, interests and 
behaviours.  

Every organisation makes choices about the design of their digital platforms be they social 
media websites, shopping websites, mobile apps or even video games. Design is, by definition, a 
persuasive act and it has the potential to manipulate the user (Di Geronimo et al. 2020). Digital 
system designers may feel pressured by their organisation to abuse their power by designing dark 
patterns:  
 

Dark patterns are user interface design choices that benefit an online service by coercing, 
steering, or deceiving users into making decisions that, if fully informed and capable of 
selecting alternatives, they might not make. (Mathur et al. 2019, p.1) 

 
Dark patterns manifest themselves as carefully crafted tricks used in websites and apps which 

make people unintentionally buy or sign up to products/services (Mathur et al. 2019). Some 
common dark patterns include:  
 

● Shopping carts: extra ‘add-on’ items (such as insurance and protection policies) added to 
a user’s cart before they check out, hoping that they will not remove them. 
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● Loaded searches: search results that top list the item they'd like to sell you, instead of the 
best result. 

● Advertising in disguise: ads which do not look like ads, so you accidentally tap them. 
● Unsubscribing: where users have to manually uncheck many kboxes, just to unsubscribe. 
● False sensor readings: software for a car engine management computer, for example. The 

software adjusts sensor readings to make a car’s emissions appear lower than they 
actually are. (Adapted from: Grant 2018) 

 

Dark patterns can also undertake disguised data collection. The information gathered by a 
system to provide a particular service can be abused to build rich profiles about individuals 
without their consent (Boring et al. 2014). The dark patterns listed here are designed by regular 
people working in regular software companies. They chose to champion their organisation and 
not the user (Grant 2018). 
 

3.1.3.1 Dark patterns: protecting communities  
 

Much can be done to protect communities from dark patterns. Firstly, the European 
Union’s General Data Protection Regulation (GDPR) specifies informed consent as a minimal 
requirement, should organisations wish to use a person’s data for pattern-based decision-making 
(Soe et al. 2020). Consequently, more than 60% of popular European websites now use pop-ups 
to elicit informed consent (Soe et al. 2020). While this legislation has supported users, there is no 
large-scale evidence documenting the prevalence or types of dark patterns and how they cause 
harm. (Mathur et al. 2019). Di Geronimo et al. (2020) state that there is a noticeable lack of 
knowledge about how prominently dark patterns appear in popular mobile apps and user 
perceptions.  

To ensure communities are aware of malicious user interfaces and their potential, it is 
recommended that a state-funded dataset be made publicly available, which classifies 
applications and/or websites in terms of their threat. Some of this work has begun at the 
darkpatterns.org portal, which contains lists of dark patterns reported by twitter users who 
hashtag (#darkpatterns). (Di Geronimo et al. 2020). Di Geronimo et al. (2020) recommend an 
educational tool for mobile users to reduce their blindness to dark patterns and to help young 
people interact with digital technology in informed ways. Grant (2018), who writes textbooks for 
software designers, calls for a code of conduct which implores software designers to consider the 
moral and ethical implications of the software they create. 

Finally, organisations could create and deploy safeguards in order to reduce uncertainty 
around dark patterns (Li et al. 2012). These safeguards could include being explicit to consumers 
and regulators about dark patterns used, the necessity to train software designers to make the 
right choices and to take immediate action if new dark patterns are discovered.  
 

3.1.3.2 Black boxes 
 

In the digital world, impenetrable systems are termed black boxes. These are defined as 
any artificial intelligence system whose inputs and operations are not visible to the user or 
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another interested party (Wigmore 2019). Artificial intelligence sets out to mimic human 
cognitive functionality for real-world problem solving and build systems that learn and think like 
people (Holzinger et al. 2019). AI today is concerned with the creation of computer systems that 
take actions or express beliefs based on processes that, if exhibited by a natural agent, would be 
considered as ‘intelligent’ (Preece 2018; Russell and Norvig 2010). At the heart of black box AI 
systems are deep learning algorithms. An algorithm is a description of a procedure designed to 
solve a problem. This description is usually written in a programming language or is contained 
within a computer program, which implements the procedure (Sedgewick 2011). Algorithms 
allow societies to run tasks impossible otherwise. Algorithmic systems have the potential to deep 
learn about the micro behaviours of digital users and produce enormous yet opaque data 
structures. Algorithms can determine what clothes users wear (based on weather data), which 
news they read (based on browser history), when to smile from a joke and how they log into their 
bank (using face recognition data) (Holzinger et al. 2019). Algorithms are behind the continued 
success of smartphones. Smartphones learn how to talk to their users, who those users are 
(identity data), where they go, the products they buy, the status of their health, who their friends 
are, banking details and facial features and fingerprints.  

In broad terms, algorithms ensure that workflows are organised automatically, cars, 
airplanes, drones, traffic and energy systems function autonomously and robots can explore 
distant planets (Mainzer 2020). These cases illustrate well a networked world of self-learning 
algorithmic systems (Mainzer 2020). Mainzer (2020) asserts that our brains are too slow and 
overwhelmed by the amount of data our infrastructure now requires so consequently, we 
increasingly rely on deep learning algorithmic systems to make decisions.   

Despite the technological progress, trust and accountability remain unanswered. 
Organisations and those who design and operate deep learning algorithmic (black box) systems 
must be able to explain their inner workings, outputs and failures to individuals, communities 
and legislators (Beaudouin et al. 2020). A frequent concern is the potential for algorithmic bias 
(i.e., gender, wealth, race) as this can go unnoticed (Markus et al. 2021). Also, black box AI does 
fail and sometimes this failure can be fatal, especially in medical diagnosis settings (Chua 2019). 
AI technology must empower users and not subvert, exclude, or put them in danger. Worryingly, 
algorithmic techniques in AI are opaque and not easily explainable to humans, even by experts 
in the field (Arya et al. 2019). This has led to new research into explainable AI (XAI). XAI deals 
with the implementation of transparent and traceable black box, deep learning methods 
(Holzinger et al. 2019). That is, XAI aims to produce explainable models, which enable individuals 
and communities to understand, trust and effectively manage the emerging generation of 
artificially intelligent machine partners (Meske and Bunde 2020). A system must be explainable 
to: 
 

● justify its decisions so the human participant can decide to accept them (provide control) 
- these explanations are also a safety guarantee; 

● to build trust in its choices, especially if a mistake is suspected or the human operator 
does not have experience with the system; 

● check that fair, ethical, and/or legal decisions are made; 
● forward new knowledge and discoveries of better AI solutions to societal challenges; 
● better evaluate or debug the system in previously unconsidered situations. 
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(Adapted from: Rosenfeld and Richardson 2019) 

 
At first, XAI seemed a promising way for communities to understand and trust what AI black 

box systems are doing on their behalf. However, explanations of algorithms are not human 
friendly (Ferreira and Monteiro 2020). To produce meaningful human explanations about exactly 
what innumerable algorithms are doing at any one time is almost impossible (Woodruff et al. 
2020). After all, explanations of AI have to work for all people, purposes and contexts (Ferreira 
and Monteiro 2020). XAI research does not incorporate the extent to which humans understand 
the explanation provided in its unit of analysis. To support communities, we need to keep them 
informed. Consequently, it is recommended that organisations consider causability. Causability 
is closely connected to explainability because both concepts concern themselves with quality of 
use. Critically however, causability includes measurement parameters for the quality of 
explanations generated by explainable AI methods (Shin 2021). While explainability is a property 
of an AI system, causability is the property of users (Shin 2021). Causability is defined here as:  
 

…the extent to which an explanation of a statement to a human expert achieves a 
specified level of causal understanding with effectiveness, efficiency and satisfaction in a 
specified context of use. (Holzinger et al. 2019, p.3) 

 
What causability achieves therefore is to provide algorithmic explainability from a human 

factors perspective (Shin 2021). In the early days of AI research, computers were envisaged as 
human-partners, not objects which work autonomously, tasked to trick, deceive or ridicule the 
human brain. In order to trust, communities must understand and make decisions (i.e., retain 
control) over digital systems. Systems must therefore be transparent about their dark patterns, 
deceptions and how their black boxes work. Only then can communities make informed decisions 
about their relationships with digital systems.  

3.2 Controlling privacy online: community awareness and 

organisation-led support strategies 

The extent to which an individual can curate their privacy in online settings impacts their 
propensity to trust. If a person has a privacy concern online, a lack of trust in that digital system 
can emerge. In these instances, users can reject e-commerce systems, be unwilling to provide 
information online and even stop using the internet altogether (Wu et al. 2012). Privacy is rightly 
important to individuals and communities because it can determine individual power and 
subsequently, how people control their social discourse. For instance, consumers can feel more 
powerful if they have a greater choice around information privacy practices (Bornschein et al. 
2020). This choice is individual control, a fundamental tenant of privacy. As Council et al. (2007) 
suggest, privacy concerns itself with control over information, access to one’s person and 
property and the right to be left alone. Once divulged, fragments of personal information can 
reveal what individuals think, believe and feel (Bennett and Grant 1999). When individuals lose 
the ability to control how others see them, they grow to distrust information-gathering entities 
(Bennett and Grant 1999). Taking this view therefore, privacy is maintained when individuals 
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control the circulation of information relating to them (Slattery and Krawitz 2014). Of course, a 
person must engage with their community and broader society, so there is a trade-off:  
 

…individuals, emerging from a state of nature into the community, necessarily relinquish 
certain rights and privileges in exchange for the advantages a community provides. 
Nevertheless, they retain a certain domain of control in which the sovereign may not 
tread. (Sarat et al. 2012, p.84) 

 
Referring to that ‘domain of control’, it is proposed that a person’s private life is not a 

threat to society but fundamental for the development of individualism, humour, uniqueness 
and the growth of modem diversity (Slattery and Krawitz 2014). This private domain is 
manipulated by individuals because ‘…in every social setting, people stand to gain or lose by 
controlling what others know about them, and certainly by keeping certain ‘‘personal’’ 
information to themselves’ (Rule 2007, p.3). Without this privacy behaviour, people would not 
care who knew about their movements, saw their text messages, bank account details, learned 
of their strengths and weaknesses, or whom they love or detest (adapted from: Rule 2007). 
Consequently, every human being has a relationship with privacy; it is a concept known 
universally and yet surprisingly difficult to define (Heurix et al. 2015). 
 

3.2.1 What is Privacy?  

 
Privacy is a powerful concept because it ‘…shelters dynamic, emergent [human] 

subjectivity from the efforts of commercial and government actors to render individuals and 
communities fixed, transparent, and predictable’ (Cohen 2013, p.1905). To achieve this 
sheltering, privacy limits governmental reach, regulates business conduct and establishes rules 
for internet activities (Gellman 2011). Its aim is to forward the interests of individuals, groups, 
social networks, societies, and various communities (Gellman 2011). Given this review is of 
community and individual empowerment via digital technology, a useful definition of privacy is:  
 

…about complying with a person's desires when it comes to handling his or her [or their] 
personal information. That is, it refers to the right of individuals (e.g., consumers or 
business partners) to determine if, when, how, and to what extent data about 
themselves will be collected, stored, transmitted, used, and shared with others. (Cannon 
2005, p.9) 

 
Personal information is defined as every piece of information that is related to an 

identifiable person (Silva et al. 2021), referred to as personally identifiable information (PII). PII 
can include telephone numbers, names (such as full name/maiden name/mother’s maiden 
name/known by aliases), address information, personal characteristics (embodied by 
photographic, biometric, DNA or X-ray data, for example), date of birth, vehicle registration, race, 
weight, religion, gender and internet search history (Stallings 2019). Worryingly, this list is almost 
endless. A useful concept for discussing PII is information privacy (IP). IP specifically addresses an 
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individual’s personal information and how this is disclosed, or not. (Heurix et al. 2015). 
Information privacy incorporates two components: 
 

The first component [of information privacy] is the right to retreat from the world, from 
one's family, neighbours, community, and government…The second component of 
privacy is the right to control information about oneself, even after divulging it to others. 
(Bennett and Grant 1999, p.101) 

 
The ‘right to retreat’ and the ‘right to control personal information’ is encompassed by 
information privacy because IP seeks to address: 
 

● the release and dissemination of personal data; 
● the choice to remain anonymous;  
● the protection of highly sensitive data in electronic systems; 
● the latent danger of tracking and logging of users and their activities; 
● the right to be left alone; 
● the right to live without the threat of constant surveillance by electronic means.  

(Adapted from: Hodel-Widmer 2006) 
 

Returning to Cannon’s (2005) view, privacy is also concerned with ‘a person’s desires’ 
which shape a person’s approach to upholding their privacy, including what they will and will not 
surrender. Desires emerge through time and in situated settings; different individuals and 
different social groups may entertain conflicting ideas about the utility of privacy and the danger 
of privacy invasion (Phillips 2004). As Gellman (2011) remarks, different religions, cultures, 
nations, regions, states, communities, and individuals take different approaches to privacy. In 
fact, individuals typically look for cues from their community when they are uncertain about their 
privacy preferences. These cues are a function of situated context and ultimately influence a 
person’s privacy behaviour (Acquisti et al. 2015). In summary: 
 

 …context-dependence means that individuals can, depending on the situation, exhibit 
anything ranging from extreme concern to apathy about privacy. (Acquisti et al. 2015, 
p.511) 

 
Situated privacy behaviours as shaped by context represent a consummate challenge for 

organisations intent upon implementing digital systems. Context underlines the subjectivity and 
therefore unpredictability of human behaviour. Nevertheless, there are many ways in which 
organisations can design digital systems to help individuals personalise their privacy desires in 
digital settings.  

 
3.2.2 What is digital privacy? 
 

Agre and Rotenberg (1997) argued that for decades, social theories and popular 
imagination associated computers with bureaucratic control. Sharma (2020) accepts that the use 
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and mining of personal data is nothing new, having existed from the time when the first census 
was conducted. Conversely, Solove (2004) reminds us that once upon a time, information was 
preserved in the memories of friends, family, and neighbours; it was disseminated via gossip and 
storytelling. In the 21st century, the predominant mode for disseminating information is via 
electrical information pulses between sprawling record systems and databases (Solove 2004). 
Sharma (2020) raises concerns about the developing commercial interests in these processes, 
explaining that personal data collection has become enormously valuable, for it is traded in 
secondary markets like a commodity. As technological processes evolve, creating clear and 
transparent boundaries in societal environments is not an easy task (Sharma 2020). Left 
unchecked, technology can provide increased capacity for everyone to intrude. Personal privacy 
is threatened (Mills 2008): 
 

Today's society is more intrusive than at any other time in modern history. The 
information industry, the modern press, and governments are increasingly intrusive. Each 
has strong motivations to intrude on personal privacy. And they do. Whether we are 
directly harmed or not, individuals are at risk. (Mills 2008, accessed online) 

 
Turning to digital privacy, the term can be used to discuss digital data users leave behind 

when they access information services and then, how organisations such as online businesses 
collect, organise and analyse this personal data (Seničar et al. 2003). There are specific aspects 
of a user’s privacy which remain at risk, when moving to online contexts. Audiences of shared 
information can be large and distant both spatially and temporally (Poikela 2019). For example, 
a message posted to an online forum can be shared indefinitely and remain accessible for 
decades. Gellman (2011) reaffirms this point, explaining that computers have long memories and 
the potential for permanent storage because of information sharing to offline storage devices 
and across the internet.  
 Digital privacy can also diminish the control individuals have over how their disclosed 
information is used. Poikela (2019) explains that typically, data collection happens unbeknownst 
to the user and interpretations of that information can unintentionally change into those not 
originally intended by the user. These unintended interpretations can change at different points 
in time, as influenced by changing culture, knowledge, politics and other societal norms (Poikela 
2019). To cite Gellman (2011), online privacy therefore has a different dynamic compared to 
offline privacy. Online activities do not adhere to any national or conceptual borders, and they 
have a greater capacity for memory and universal access (Gellman 2011). Organisations may 
require users to submit valuable personal information if they are to receive access to certain 
goods and/or services. This creates a ‘privacy trade-off’, a scenario discussed in 3.2.3. 
 

3.2.3 The digital privacy trade-off  
 

Privacy trade-offs arise because information exchange in digital settings is the currency 
of the modern market economy (Milne 2015). Within these exchanges, not only money is 
exchanged for goods and services but information about users too (Milne 2015). As Smith (2015) 
states, individuals repeatedly sacrifice privacy for practical advantage in the digital sphere: 
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…it’s in the nature of privacy that the loss of it is something we experience and may regret 
only later, after the fact. In the meantime, we’ve gotten something we wanted more 
urgently. That’s not necessarily a bad thing, is it? No, it’s not-necessarily. It depends how 
good the trade-offs are. (M. Smith 2015, accessed online) 

 
A privacy trade-off therefore, represents a symbolic tension between risk and benefit or 

between competing benefits in the use of data (McCarthy and Fourniol 2020). McCarthy and 
Fourniol (2020) report on publications from The Royal Society and The British Society to unpack 
and summarise typical tensions in privacy trade-offs. Privacy trade-offs can entail: 
 

1. Using data relating to individuals and communities to provide more effective public and 
commercial services, while not limiting the information and choices available. 
2. Promoting and distributing the benefits of data use fairly across society while ensuring 
acceptable levels of risk for individuals and communities. 
3. Promoting and encouraging innovation, while ensuring that it addresses societal needs 
and reflects public interest. 
4. Making use of the data gathered through daily interaction to provide more efficient 
services and security, while respecting the presence of spheres of privacy. 
 (McCarthy and Fourniol 2020, p.2) 

 
Every tension presented above consists of a benefit and risk to the individual. For 

instance, the individual accesses more efficient and effective public/commercial services, 
experiences a fair distribution of access and benefits from innovative practices. In return, 
individuals must accept the risks to surrender their data, including data generated through 
routine interaction. One common example of a trade-off is the personalised Google search. This 
personalises ranking algorithms to ensure that search results are ranked according to the user’s 
context (such as localisation and language), search history and social networks (Toubiana et al. 
2012). 
Other exemplar privacy trade-offs include:  
 

● When a user shares movie ratings with a streaming service, they receive suggestions of 
new, interesting movie recommendations that fit their taste (Wang et al. 2019). 

● When people participate in online social networks, they must open themselves up to 
others for others to find them. Conversely, sharing no information results in decreased 
online interactions, an outcome that is particularly upsetting to those who value 
popularity (Christofides et al. 2012). 

● When a medical research group shares patient data, they enable a wider community of 
researchers and statisticians to make new discoveries from that data (Wang et al. 2019). 

● When smartphones allow users to decide whether to permit an application access to their 
device’s location. If users do not allow their physical location to be used, many 
functionalities are not accessible. (Poikela 2019) 
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Clearly, there remain alluring benefits for individuals when they enter into privacy trade-off 
scenarios and these trade-offs are not necessarily ‘a bad thing’ (Smith 2015). Willingly permitting 
‘open access’ to personal data may not impact individuals or communities, or it may and people 
are not aware of the risk.  
 

3.2.4 Communities left in the dark: a lack of understanding 
 

Every day, billions of people around the world access seemingly unlimited information,  
experience round-the-clock social networking and benefit from meta data aggregation (Barth and 
de Jong 2017). They can make poor privacy decisions, which might lead to undesirable outcomes, 
their data might be sold to unknown third-parties, used for personalisation analytics or even to 
access their online accounts (Pilton et al. 2021). For Bioglio et al. (2019), this is unsurprising 
because awareness concerning the importance of online privacy has yet to be widespread. The 
awareness issue concerns both adults and minors but as digital natives, minors are especially 
vulnerable to the consequences (Bioglio et al. 2019). Alemany et al. (2019) argue that the privacy 
decision-making process is complex and users do not have a complete understanding and enough 
time to evaluate every potential scenario. Users might not consider who will access the 
information they disclose nor the risk to themselves if their information is irreversibly 
disseminated to unexpected audiences (Alemany et al. 2019). Additionally, privacy policies 
intended to help users have been found to have little effect on users’ information-sharing 
behaviour (Gerlach et al. 2015). 

Barth and de Jong (2017) forward that research into online behaviour reveals 
discrepancies between user attitude and their actual behaviour toward privacy. In short, while 
users claim to be very concerned about their privacy, in reality, they do very little to protect their 
personal data (Barth and de Jong 2017). This is known as the ‘privacy paradox’: users perform a 
privacy calculus (weighing up benefits and concerns about disclosing their data) and make 
decisions not being fully aware of the complexity of privacy protection practices (Schomakers et 
al. 2019). Pilton et al. (2021) explain that the privacy paradox claims people are concerned about 
privacy but in reality, give it away for relatively small rewards. This paradox is a challenging area 
of information systems research because while many attempts have been made to ‘unscramble’ 
the paradoxical gap between human attitudes and behaviours, cognitive bias and personal 
disposition ensures that human decision-making can defy rational and logic (Schomakers et al. 
2019). User power is threatened because advancements in digital technology have made the 
collection and usage of personal data often invisible to users (Acquisti et al. 2015). Consequently, 
users seldom have clear understanding of what information other people and organisations 
(governmental, corporate and third sector) have about them or how that information is used and 
with what consequences (Acquisti et al. 2015). 

To redress this power asymmetry, Yap and Lee (2020) advise the importance of 
developing young people’s understandings about those privacy issues surrounding personal data 
online, so that they are equipped to manage their privacy during adolescence and adulthood. 
Additionally, Marín et al. (2021) call for teacher education to help preservice teachers develop 
those data literacy skills related to social media and to design educational experiences which 
highlight data literacy. 
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3.2.5 How can organisations help communities to control their digital privacy?  
 

There is a need to strengthen educational initiatives for school-age students to address 
concerns posed as a result of the privacy paradox. Organisations could volunteer to address 
power-based privacy asymmetries in digital settings. After all, Stallings (2019) argues that 
organisations must view privacy as primarily characterised by personal control and free choice. 
He suggests that this freedom requires organisations to ensure that individuals consent to the 
collection, use or disclosure of personal information. Second, Stallings (2019) believes 
organisations should ensure personal information remains accurate and up-to-date. Third, 
organisations permit users to access the information held about them and challenge its 
correctness, according to Stallings (2019).  

There are many technological methods which organisations can deploy to elicit personal 
information from communities. It is worth recounting that technology can be employed for good, 
bad and every scenario in-between. It is arguable as to whether organisations are transparent 
about their working practices, work to incorporate privacy-by-design, engage in privacy policies 
and privacy enhancing technologies.  If so, users retain ‘the last word’ about their privacy in digital 
settings. Table Two outlines aspects of digital systems which can be designed to protect (or 
threaten) a user’s privacy.  
 
 
 
 

Table Two: Privacy protection practices 
 
 

Privacy Stratagem  Explanation Sources 

Privacy by design Privacy by design (PbD) guides software developers to apply inherent solutions to 
achieve better privacy protection. Privacy protections in software design should be 
part of the core functions and not ‘added on’ after a design is complete. Privacy 
should be integral to both the design and architecture of IT systems and to business 
practices. 
Concepts such as visibility, transparency, accountability, openness, consent, access, 
compliance and respect for user privacy locate PbD practices.  
 

Hadar et al. (2018) 
William (2019) 

Privacy policy Many websites provide transparency on data usage via a privacy policy. Privacy 
policies are used to disclose the ways in which data are gathered, disclosed and 
managed. Therefore, privacy policies afford users the power to inform themselves 
about how a website intends to use their disclosed personal data. Some 
organisations do not make their privacy polices easy to access for users. Research 
from Soumelidou and Tsohou (2019) evidences that the way a privacy policy is 
presented to users can affect their privacy awareness level. Organisations might 
choose to break up their policy into ‘accessible chunks’; make it easier to find or use 
visualisations. Visualisation techniques aim to convert conventional privacy policies 
into more attractive, accessible representations. 
 

Pilton et al. (2021)  
Meier et al. (2020) 
Soumelidou and 
Tsohou (2019) 

Cookies A cookie is a small text file that is saved on a user’s hard drive by a web server. 
Cookies assist websites in maintaining information about the state of their users or 
what their users are doing. Online retailers, publishers and advertisers have long 
held power over users’ private information through cookies. Cookies are typically 
used to track consumers’ browsing behaviour on corporate websites.  

Hormozi (2005) 
Bornschein et al. 
(2020)  
Mercado 
Kierkegaard (2005) 
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Cookies can also be used for unethical procedures such as linking online behaviour 
to personally identifiable information and re-selling that information without the 
user’s consent. Subsequently, the user loses control of their personal data and the 
possible reuses of that data. 

Privacy enhancing 
technologies (PETs) 

Privacy enhancing technologies (PETs) aim to protect a user's privacy through the 
use of technical means. They strive to protect user identities through the 
anonymity, pseudonymity, unlinkability and unobservability of users.  
The first PETs were ‘anonymisers’, designed to break the link between a user’s 
online interactions and the user themselves. Anonymisers make it difficult or 
impossible to trace the origin of a web-based or email message, for example. PETs 
were also developed to control the unintentional flow of information from an 
individual to a corporation. The design of standard browsers permits websites to 
place cookies on a user’s machine and read those cookies during subsequent visits 
to the site. Specialist web browsers and search engines such as DuckDuckGo and 
Brave are PETs which empower users to protect their privacy online.  

Heurix et al. (2015) 
Phillips (2004) 

Online-targeted 
advertising (OTA) 

Online-targeted advertising (OTA), also known as online behavioural advertising, 
has brought significant benefits to organisations. Using information collected from 
users’ online behaviour, including historical search queries and site views, OTA 
delivers the most relevant ads to users. These ads can match users’ interests with a 
high level of accuracy. The growing diversity of communities has encouraged OTA 
to consider those not traditionally targeted, such as cultural and sexual minorities. 
The issue with OTA is the associated loss of privacy for users. Users have limited 
possibilities to verify what kind of personal information organisations collect and 
how they use that information.  

Liu and Simpson 
(2016)  
Johnson and Grier 
(2011)  
Kox et al. (2017) 

Biometrics Biometric technologies concern the use of technology to measure biological 
information. Therefore, biometric data are sensitive and of a personal nature. For 
instance, fingerprints provide a practical method of privacy protection. Increasing 
use is being made of fingerprint readers as a more secure starting point. Other 
biometrics include retina scans, gender, race, physical marks, and facial 
characteristics. Several samples of the biometric are provided by the user and these 
are digitised and stored on a database. The biometric may then be used either to 
identify the subject, by matching their data against a number of other individuals' 
biometrics, or to validate the identity of a single subject. 
The risks to communities are as follows:  
 

1. Strong biometric identifiers such as fingerprints allow for unwanted 
identifications. 
2.  Data collectors might acquire additional personal information from 
biometric readings. 
3. A biometric such as a person’s face, may be retrieved without the user 
knowing it. This means that users who seek to maintain their anonymity 
could have their privacy rights violated. 
 

To address these power asymmetries, there are calls for autonomous enforcement 
by independent regulatory organisations (e.g., a central biometrics agency) and 
additional Government legislation.  
 

Wacks (2010) 
Anglim et al. (2016) 

Location-based 
services 

Location-based services use the physical location of users to provide various 
functionalities. These range from targeted recommendations to social benefits. 
Many location-based services appear free to the user. The service providers amass 
profits from advertising. Meanwhile, the user remains at risk when information is 
collected repeatedly or even continuously as this can reveal a great deal about 
them. Data for home and work address, hobbies, favourite restaurants, and even 
medical visits can be collected. Therefore, there is a privacy trade-off; to use the 
benefits of such a service, the user accepts the risk to their privacy. 
With knowledge of user locations, a malicious adversary could launch a spectrum of 
attacks against the user, including physical surveillance, stalking and identity theft. 

Ghinita (2013)  
Bettini et al. (2009) 
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Attackers could also point out sensitive information, such as health status, lifestyle 
choices, political and religious affiliations.  
 

 
Evidently, privacy polemics infiltrate a host of technologies situated across digital settings. 
Systems combine to make biological characteristics, website history, favourite pubs and 
restaurants, home and work addresses and purchasing behaviours commodifiable and available. 
Privacy expectations seemingly threaten the very nature of humanness and therefore, a mutually 
agreeable power-sharing partnership between organisations and communities must be 
appropriated before any digital-by-default strategy is proposed.  
 
 
 
 
 
 
 
 

4. Key concepts and definitions 

To aid navigation and understanding of this document, a table of key terms and concepts 
is included below. This table lists alphabetically the definitions adopted for terms referenced 
throughout this document. Sources are also provided. 
 

Term/Concept Definition Source(s) 

Algorithm An algorithm is a description of a procedure designed to solve a problem. 
This description is usually written in a programming language or is 
contained within a computer program which triggers the procedure. 

Sedgewick (2011) 

Artificial 
Intelligence (AI) 

AI today is concerned with the creation of computer systems that take 
actions or express beliefs based on processes that, if exhibited by a 
natural agent, would be considered as ‘intelligent’. 

Preece (2018) 
Russell and Norvig (2010) 

Black Box Any artificial intelligence system whose inputs and operations are not 
visible to the user or another interested party. 

Wigmore (2019). 

Causability [in 
XAI] 

The extent to which a computed explanation of a statement to a human 
expert achieves a specified level of causal understanding with 
effectiveness, efficiency and satisfaction in a specified context of use. 

Holzinger (Holzinger et al. 
2019) 

Community A group of people with diverse characteristics, who are linked by social 
ties, share common perspectives and engage in joint action, which is 
geographically and temporally situated.  

MacQueen et al. (2001) 
Stroud et al. (2015) 

Control A person’s ability to control their behaviour is dependent on access to and 
knowledge of control mechanisms. In the digital world, privacy enhancing 
technologies are control mechanisms which people can harness to protect 
themselves against threats. 

Sihag and Rijsdijk (2019) 
Miele and Tirabeni (2020) 

Corporation A lawful structure to allow different parties to contribute capital, 
expertise, and labour for the maximum benefit of all of them. 

Monks and Minow (2012)  

Dark Patterns Dark patterns are user interface design choices that benefit an online 
service by coercing, steering, or deceiving users into making decisions 
that, if fully informed and capable of selecting alternatives, they might 
not make. 

Mathur et al. (2019) 
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Digital Deception  Digital deception is commonly recognized as deceptive or misleading 
content created and disseminated to cause public or personal harm or to 
obtain a profit. 

Fraga-Lamas and 
Fernandez-Carames (2020) 

Digital Divide The gap between those who do and those who do not have physical 
access to digital technology. The term can also be used to describe a 
divide between those who have the knowledge, skills and desire to use 
DTs and those who do not.  

Alam and Imran (2015) 

Digital Identity A digital identity is a collection of features and characteristics associated 
with a uniquely identifiable individual. It is stored and authenticated in 
the digital sphere and it is used for transactions, interactions, and 
representations online. 

Metcalfe (2019) 

Digital Inclusion The ability of individuals and groups to access and make good use of 
digital technology.   

Farooq et al. (2015) 

Digital Literacy The ability to understand and use information in multiple formats from a 
wide range of sources when it is presented via digital devices.  

Gilster (1997) 

Digital Technology 
(DT) 

Hardware and/or software which uses bits (binary digits – 0s or 1s) to 
store and transmit information. 
 

Rossi and Giannandrea 
(2017) 

Digital Trust An attitude of confident expectation in an online situation of risk that 
one’s vulnerabilities will not be exploited.  

Corritore et al. (2003) 

Explainable AI 
(XAI) 

Provides explanations to humans for how once non-explainable black-box 
systems arrive at a decision. Awarding power to a human, one who can 
understand and interpret the explanations of the decisions taken by the 
machine, is thought to make AI systems safer in high-stake settings. XAI 
then becomes more accountable and less prone to developing 
autonomously, ahead of human understanding.  

Chua (2019) 

Organisation A grouping of activities and people to achieve stated goals, or a mission 
statement. In addition to goals, organisations are defined by their 
structures (e.g., their technology, environment and management 
strategy), size (e.g., local, national, global), ownership (e.g., publicly or 
privately owned) and organisational culture.  

Salaman (2013) 

Power  The base of a person’s power consists of all the resources, (such as 
people, information, materials, tools and machines, energy, capital and 
time) that they can exploit in order to affect the behaviour of another.  

Dahl (1957) 

Privacy Privacy is concerned with how a person controls what data is public and 
what stays private. 

Stewart (2018) 

Security To protect information from unauthorized access, destruction, or 
alteration.  
 

Ronchi (2019) 

Social Capital  Social capital is a set of shared values that allows individuals to work 
together in a group to achieve a common purpose. It describes how 
members are able to band together in society to live harmoniously. Social 
capital can be manipulated, eroded and even destroyed. For example, 
when corporations merge, set up new rules and drive out competition. 

Kenton (2019) 

Society A group of people who live in a particular territory, are subject to a 
common system of political authority and are aware of having a distinct 
identity from other groups around them. 

Giddens (1993) 

Trust The willingness to be vulnerable to the actions of another based on the 
expectation that the other will perform a particular action important to 
the trustor. Online, the trustor must buy into website design; navigation; 
presentation and privacy/security guarantees.  

Bart et al. (2005) 
Belk and Llamas (2013) 
Mayer et al. (1995) 
 

Usability The extent to which a system, product or service can be used by specified 
users to achieve specified goals with effectiveness, efficiency and 
satisfaction in a specified context of use. 

ISO (2018) 

User The person, community or organisation who is intended to use a 
computer system after it has been fully developed and configured. 

Adapted from Beal (2021) 
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